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Abstract—The integration of a small fraction of the infor- as-you-godata quality perspective). This type of approach can
mation present in the Web of Documents to the Linked Data provide a complementary semantic layer to the Web, enrichin
Web can provide a significant shift on the amount of information  existing datasets, bridging the gap between the Linked Data
available to data consumers. However, information extracted \\ep and the Web of Documents. From a representation per-
from text does not easily fit into the usually highly normalized spective, many issues arise when information extracteah fro

structure of ontology-based datasets. While the representatio i o : .
of structured data assumes a high level of regularity, relatively :/(\a/)éts cl:sor?tlg:ted to be represented on the Linked Data/Semantic

simple and consistent conceptual models, the representation of
information extracted from texts need to take into account This work aims at providing atructured discourse graph
large terminological variation, complex contextual/dependency (SDG) model which can be used to improve the semantic
patterns, and fuzzy or conflicting semantics. This work focuses integration, representation and interpretation of u d

on bridging the gap between structured and unstructured data, L . .
proposing the representation of text as structured discourse €XtS within the context of the Linked Data Web. Despite

graphs (SDGs), targeting an RDF representation of unstructued ~ the availability of text representation models from conaput
data. The representation focuses on a semantic best-effort in- tional linguistics such as Discourse Representation &tres

formation extraction scenario, where information from text is  (DRS) there is still a major gap regarding the represemtatio
extracted under a pay-as-you-go data quality perspective, ding of discourse elements under a data model perspective. The
terminological normalization for domain-independency, context  core features of the proposed representation includesn(i) a
capture, wider representation scope and maximization of textual  entity-centric data representation modethich facilitates the
information capture. integration and alignment of discourse elements with iestit
on the Linked Data Web (ii) an ontology/vocabulary agnostic
. INTRODUCTION representation, where there is no commitment to a specific
. . . ontological/conceptual model, (iii) a flexible contextuapre-
sen;r:r(laticlz_lrg;?[g I:g)?a:gh\/\/l:?/e?n\?v%?c;hia:/rzsIi?r?p(r);vz \i\k/‘ib'sgﬁi'g/slenta}tiqn in natural language, (iv) the formulation of agoal
of users and systems {o access and semantically interpr“#hmlc interpretation model fo_r SDGs based on the concept
information. Most of the information available on the Web & graph traversal and (v) a discussion on the representatio
: of SDGs as RDF(S) and Linked Data. The proposed model

today s in an unstructured text format. The integrationé t ¢, ,ce5 on the representationanfimplex factual statemerits
information into the Linked Data Web is a fundamental ste hich mappings to triples is non-trivial

towards enabling the Semantic Web vision. The semantics o
unstructured text, however, does not easily fit into stmaxtu An additional goal of this work is to contextualize this
datasets. While the representation of structured data &ssumdiscussion under a semantic best-effort (SBE) information
a high level of regularity and normalization, relativelyngile  extraction [3] angle. This concern is motivated by the per-
conceptual models and a consensual semantics between thgective that, in practice, the complexity of open inforimrat
users of a structured dataset, the representation of iaftom extraction task demands a representation model robust to
extracted from texts need to take into account large tedmino  potential extraction errors or to information incompletss.

ical variation, complex context patterns, fuzzy and cotifiz ~ Additionally the representation should support the seimant
semantics and intrinsically ambiguous sentences. refinement and evolution under a pay-as-you-go data quality

and data integration perspective. These goals demand the

Most information extraction (IE) approaches targeting theg, ., ,jation of a principled semantic representation which
extraction of relations from unstructured text have either

; . X . should accommodate these requirements.
focused on the extraction of binary relations (triples) oispe-
cific relation patterns which are going to feed a well-stuoetl
ontology (e.g. events), scenarios where accuracy, censigt [I.  CONTEXTUALIZED ENTITY-CENTRIC GRAPHS!
and a high level of lexical and structural normalization are REPRESENTATIONREQUIREMENTS
primary concerns. These IE approaches can be complemented
by alternative information extraction scenarios whereugacy,
consistency and regularity are traded by domain-indepayie
context capture, wider extraction scope and maximizatibn o
the text semantics representation, where data semantits ah. Entity-centric graph model: An entity pivot is anamed
data quality are built and improved over time (undepay-  entity present in the subject or object part of a statement. The

To achieve a representation which provides the previously
described capabilities, a set of requirements are defirretthéo
structured discourse graph (SDG) representation.



isolation of entity pivots into specific graph elements w&bo @ @ -
(i) the creation of anentity-centric data modelwhere the

information, initially centered on documents becomes et = IR )

on entities and (ii) asemantic interpretation approackvhere = e

the less ambiguous part of the semantic interpretationgsoc e e B e Ny poplnk

is prioritized using the entity as a semantic pivot. T 211935 2771935 | [the 10p 30 companies
2. Principled & maximized representation of text seman- (8) T sas ome oF > The o 38 conpanies

tics: The transference between the information present in a faded Bt
sentence to the graph representation should be maximized. Dpdbpedia s e A ook Exchange

Lexical normalization of predicates and classes is optidrize
removal of a terminological normalization constraint aio _ _ ‘ _ _
the maximization of the text extraction. The graph represenFig- 1. Comparison between different representation mogaJsdiscourse

tation should also support an algorithmic interpretatiénhe representation structure, (B) single triples relationration (ReVerb), (C)
extracted SDG structured discourse graphs (SDGS).

3. Maximization of the correctness of the syntactic- ) _ N
structural mapping: Syntactic structures of the parsed text Which targets the interoperability among NLP tools, larggia

should correctly map to its corresponding graph structure. resources and annotations. NIF consists of two vocabslarie
(the String Ontology and the Structured Sentence Ontology)

4. Conceptual model independencyThe extracted graphs which allows the annotation of documents and sentences.

shoud not commit to a specific ontology/vocabulary modelN|F concentrates on the documentation of the workflow of
The use of conceptual models, reduces the generality of th@sources which are used on the analysis.

extraction representation. ) ) o o
Comparatively, this work focuses on providing a princi-

5. Context Captyre&representation:Contextual informatiqn p|ed description on a representation model Comp|ementary
related to a triple statement should be represented in thg existing approaches, focusing on a graph representation
extracted graph, to allow a contextualized semantic interapproach for texts which can be easily integrated to the
pretation. Contextual statements (such as temporalitinele | inked Data Web (entity-centric), which is able to captunel a
the context in which another statement holds. Dependenciggpresent complex contextual structures, with no comnitme
between sentences in the text should also be made expligh a specific conceptual model and focused on a semantic

in the final representation. Context can also be defined byest-effort scenario. Figure 1 provides a comparison among
semantic dependencies which could be intra or inter-seaten gifferent representation and extraction perspectives.

6. Pay-as-you-go semantic referencdJnstructured text may
contain complex semantic dependencies. The extractigrhgra IV. A SEMANTIC MODEL FORREPRESENTING
should support an extensible representation of semardic@an UNSTRUCTUREDTEXT AS GRAPHS
referential dependencies and should support the evolatioh
refinement of the semantic model (pay-as-you-go dependencg
resolution). (

The representation of text as a structured discourse graph
DG) following the previous requirements, demands the def
inition of a principled semantic model for SDGs. This seatio
7. Standardized representation compatibility: The repre- analyzes and defines the mapping between grammatical roles,
sentation should maximize its compatibility with a stamt$ar syntactic structures and text structures to a SDG semantic
based data representation format to facilitate the graf# in model. Section IV.A analyses and describes the elements of
gration and interoperability on the Web. the semantic model, which are formalized in section IV.B.

I1l. RELATED WORK A. Semantic Model Elements

Different works targeted the representation of relations e Named Entities: Named entities refer to the description of
tracted from texts. Discourse Representation StructuRSID  entities for which one or many rigid designators standsier t
is a semantic structured language for the representation @gferent. Rigid designators include categories such agepro
natural language sentences. Presutti et al. [5] proposéhothe nouns, temporal expressions, biological species, sutesan
for mapping DRS into RDF/OWL for ontology learning and etc. A named entity is defined by one or more proper nouns
population (OL&P), and introduce FRED, a tool for perform- (NNP) in a noun phraseNP). In RDF named entities map to

ing OL&P over texts. Open information extraction approache jnstances. All graphs in Figure 2(A)-(I) contain named texi
[2] have concentrated on the extraction of single relations |mpacts requirement: 1.

specific patterns which are mapped to ontology and vocabu- ) N N

laries. Harrington & Wojtinnek [1] propose SemML, an XML Non-named (generic) entities:Non-named entities map to
serialization format for semantic networks. The main metiv Nnon-rigid designatorsNon-named entities (e.g. ‘President of
tion for the creation of SemML is to provide a serialization the United States’) are more subject to vocabulary varnatio
format which better supports nested contextual elemers su i-€. polysemy and homonymy. Additionally, non-named égit
as temporal and triple annotations (e.g. associated namerhave more complex compositional patterns: commonly non-

values to triples). NLP Interchange Format (NiF9 a format  named entities are _composed with less specifjc named or non-
named entities, which can be referenced in different castex

Lhttp://nip2rdf.org/nif-1-0 A non-named entity is defined by one or more nouN$l),




adjectives]J) in a noun phraseNP). In RDF a non-named
entity maps to classes. Ex.: Node ‘13th District’ in Figu(®
Impacts requirements: 1,3.

Properties: Properties are built from verb&B) or from pas- ~ Exiracted Graphs
sive verb constructions (e.g. is supported by). Graph fatte @ 1958 ovama encred Hanvard Law Seheo.

Figure 3(1). Ex.: Edges from all graphs in Figure 2. Impactsi subst_Tink entered

. ! ‘Harvard Law )
requ"-ements 2,3'4. i ‘ Obama 47‘ :Barack_Obama 3tm\c

op_link
212/1988 - 2/2/1988

Quantlflers & Generlc Operators Represent a Speelal Cat- ‘ Later in 2007, Obama sponsored an amendment to the Defense Authorization Act...
egory of nodes which provide an additional qualificationrove - “H

sponsored to

named or non-named entities. Both quantifiers and generi —— ™" ——— ¥ o Defese ], |
operators are specified by an enumerated set of elements (fro — Al
named, non-named entities and properties which maps to a
open set of terms), which maps tmverbs numbers com-
parative and superlativésuffixes and modifiers). Examples of ! subst_link moved
quantifiers areQuantifier: e.g. one, two, (cardinal numbers), = [0 Jr—| BukObuma |75 tos et
mgg%/ (g;nllilcehg)i";ltls(‘))[:ng,ga";’](t)?(lg/luosdaar}dse Céf, 8(?3' dOf,r:ae;/e"S&;_:él?nly(@ He served three terms representing the 13th District in the Illinois Senate from 1997 to 2004.
need to, have to, must, maybe, always, possiBlymparative: | e

i subst_link op_link representing . : 2/2/1997 - 2/2/2004

sBarack_Obama Y s Jof the 130h Ditret |- o Minois Semate

2/2/2007 - 2/2/2007

% Following high school, Obama moved to Los Angeles in 1979 to attend Occidental College

following
! High school

attend
5] Occidental_College | |

2/2/1979 - 2/2/1979
time

e.g. largest, smallest, most, largest, smallest, the sasne,
equal, like, similar to, more than, less than. The graphepatt 1
In Flgure 3(5) ShOWS the Core StrUCture Of a- trlple Wlth an é”l’nﬁforeign_pohcy‘heendedthewarin\;_aq,increasedtroopl_evelsinAfghgnistan,signedtheNem_/_STARTarmscontro\treaty
Operator EX. Flgure 2(E) Impacts requ”.ements. 2,3,5,6 with Russia, ordered U.S. involvement in lhe2”?1“:eL(;t;);athm(;l'lgl;zla\r?‘;egt"snLlam;e,:ndorderedlhemllllaryoperatlonOhatresulled

in

Triple Trees: Not all facts extracted from a sentence can be
represented in one triple. On a normalized dataset scenari
one semantic statement which demands more than one trip
is mapped to a concept model structure (as in the case ofseven ™
for example) which is not explicitly present in the discaurs
In the SDG representation, sentences which demands mo
than one triple can be organized into a triple tree. A triple ordered
tree is built by a transformation from the syntactic tree of
a sentence to a set of triples, where the sentence subje
defines the root node of the triple tree. The interpretatioa o

! i —
. Forein policy

i time
2/2/2011 - 2/2/2011

The 2011 Libya
military intervention

the military | resulted of [ :Osamabin | |
. the death |
operation Laden :

(F) On August 23, Obama announced his selection of Delaware Senator Joe Biden as his vice

triple tree is defined by a complete DFS traversal of the tree presidential unning mate
following the interpretation patterns in section 1V.B), erk coref_link |
each connected path from the root node to a non-root node . Toron tink |
defines arinterpretation path Graph Pattern: Figure 3(1). Ex.. | [ Barck Onama i chcion}- - RIS  [VERSEA] L o 2y
Figure 2(C). Impacts requirements: 2,3,4. *“""‘—“ I o cort ik |
: Obama = his 3

Context elements:A fact extracted from a natural language

text demands a semantic interpretation which may depend@ He won election to the U.S. Senate in llinois in November 2004
on different contexts where the fact is embedded (such as

a temporal context). In a factual corpus the main contextual |
information is intra-sentence (given by a different claise © A‘“ inois ] |
the same sentence). Intra-sentence context for a tripldbean ‘
represented by the use of reification (Figure 2). Contextis ca ®_ s ferves e beck iorn sudent o Kerya ‘
also be important to define the semantics of an entity present o P
in two or more triple trees. For example, the interpretatbn | | leorettne 4 : 4 Kema | ndetpas
an entity which is neither a root and a leaf node (Figure 3(4)) | | = /ﬂ-om
demands the capture of the pairwise combination of its back-' ‘
yvards and forward _properties ir_l multiple contexts. Thist | _ @ s.a member oftho Seto Foregn Relaions Commitee Obarna made offcal
in an uncontextualized gre}ph mterpretat_lon process. iﬁdth|. —_—— T
level of context can be defined by mapping the dependencie! | parck_Obama [ “LE fd A A

conj_link |

| time

11/2/2004 - 11/2/2004

between extracted triple trees, taking into account theesees "“""f““
ordering and the relation to text elements in the original |

discourse. Graph Pattern: Figure 3(4). Ex.: Temporal nodes

in Figure 2. Impacts requirements: 5. Fig. 2. Examples of extracted sentence graphs from the \kiparticle

. . . Barack Obama
Co-Referential elements:Some discourse elements contain

indirect references to named entities (co-references).types
co-references exist: pronominal (where pronouns repteken
proxy for a named entity, (e.de referring to Barack Obama)



Graph Patterns

(1) Core Graph (@) Reification (3 Operator Application (® Context "
Cig;
P - i
(®) Possessive/Reflexive/Demonstrative Co-Reference cid: (& Non-Pronominal Co-Reference

corefin ! corefing
T cid;

po| o4 [ ‘

corefing

Fig. 3. Depiction of semantic model elements and the graphpretation patterns.

and non-pronominal, where non-named entities are the proxReification Triple: a triple tr,.; = (tr, reiink, Teion;) Where
(e.g. the 44th President of the United States). Co-refexenc ir represents a basic tripleei;;,. represents relation and
can refer to either intra or inter sentences named entisile  rei,p; represents eeification object(i.e., an entity, a value or
in some cases co-references can be handled by substitutiagriple). Atemporal reification is a special kind of reification
the co-referent term by the named entity (as in persondiiple whererei;;,, has a special stampifne) andreiqy,; rep-
pronouns), in other cases this direct substitution canupbrr resents explicit or implicit data references. The intetgtien
the semantics of the representation (as in the case of reflexi of a reification triple[[tr,.;]] = ([[tr]], [reiink]]; [[reion;]]) €
and personal pronouns) or can mask errors in a semantic beéf? x U x U means that the basic tripte is reified inreip;
effort extraction scenario. Co-reference terms includmi, i,  through relationrei;;,, .

himself, her, this, that, etc. Graph Pattern: Figure 3(5.:

Figure 2(F)(H)(I). Impacts requirements: 3,5,6. Quantifier Operators & Generic Operators: a triple opt =

Resolved & normalized entities:Resolved entities are entities (Co: OPtink, 0P) Wheree, is the object element in a basic triple
where a node-substitution in the graph was made from a cd?: oP '€presents a specific operator @f wrt opi;,.. The
reference to a named entity (e.g.personal pronounto a Interpretation of a quantifier or generic operator{figt]] =
named entity). Normalized entities are entities which wergl[[Proja(tr)]]; llopiini]l; [[op]]) = ([leo]], llomiini]l; [[op)]) €
transformed to a normalized form. A temporal normalization! X U % U, whereprojs(tr) is a projection map that takes an
where date & time references are mapped to a standardiz&€MeNt(¢s, p. o) 10 the valuec,, meaning that the quantifier
format (September 1st of 2010 to 01/09/2010) is an example dff 9eneric operatobp is applied to object, through link
temporal normalization. The substitution can be made eitpli “Plink:

on the graph. Ex.: Figure 2(A)-(G). Impacts requirements: 1 . , )
Conjunctive Co-Reference set of triples cer =

B. Definitions U;;O{(e,conjlmk“nei)}_ which means that the entity is
L ) ) composed by the conjunction of named entities;. The

The definitions below formalize the semantic model ele-interpretation of a conjunctive co-referenceis:]] = {([[e]],
ments and provide graph patterns and their interpretaton f [[con ... 1], [[nei]])) € U x U x U e =
the SDG. Agraph patternis an atomic graph structure which  [[projs(¢r)]]and Ar_ol[neillsameas [[e]]}, meaning that the
mapS tO_a recurrent discourse structure. lhlterpretatlon ent|ty e is related througl‘p to €it1 which is formed by the
consists in a graph traversal sequence of one or mmBh  conjunction of(conjiin,) Named entitiesiey, ney, - - -, ney.
patternsin a well-defined order. Examples of extracted graphs

and the abstract graph patterns are depicted in Figure 2 and pgsessive/Reflexive/Demonstrative Co-Referenset of
Figure 3. Some of the definitions were omitted due to SPACiples per = {(~ ne;,core fing, pr),(pr, core fiine, ;)
constraints. An expanded version of the definitions can bgherecore fi;,. associates non-named entitiesne; with e;
found in [6]. through the pronourpr if there is a basic tripletr = (~
Named and Non-named Entitiesare represented respectively 7¢:,p, ¢;). The interpretation of this kind of co-reference is
by ne and ~ ne. We usee to denote indistinguishably [[pcr]] = {([[proji(tr)l], [[core fiink]], [[pr]]),
named/non-named entities. They are interpreted as finkie su([[p7]], [[core fiinkl; [[projs(tr)]]) € U x U x U : tr = (~
sets of an infinite sdt’ of IRIs. Thus,[[ne]] € U, [~ ne]] € U mei.p.e;)}

and(fe]] € U. With these elements we can define axtracted graph

G from a given corpus as a set digsic and reified) triples
and @eneri¢ quantifier and co-referencg operators In an
extracted graph:

Basic Triple: a triple tr = (es, p, e,) Wherees, e, represent
entities associated respectively with the subjeytafd object
(0), and p represents a relation between and e,. A basic
triple is calledcore triple (denoted bytr.) whene; = neg; and  basic path P,: is a sequence of basic triple®, =<
e, = ne, are both named entitites. Otherwise, it is cabethi-  try, tro, .-+, tr, > such thattr; = (e;, reljink,,eir1) for
core triple and denoted byr,.. The interpretation of a basic all i € [1,n]. The interpretation of a basic pafhP,]] =<
triple is such thaf[tr]] = ([[es]], [[P]], [[eo]]) € U x U x U. [[eol]s [[reliinkolls -+ + s [[T€liink, _, )]s [[en]] > is such that for



tr; and tri Vi € [1,n — 1], we have[[projs(tr;)]] =
[[proji (trit1)]].

and its use to represent structured discourse graphs. Con-
text representation (e.g. temporal, contextual and diseou
semantic dependencies) are frequent features in factscead
reified path P,: is a basic path such that there are reifiedfrom sentences. The centrality of contextual modellinggsi
triples associated with some of;’s in the sequencé, =< reification and named graphs as a fundamental element for
tri,tra, - -, tr, >. The interpretation of a reified path is such the representation of text structures in a vocabularylogo

that for a basic tripler; and reified triplegr...;, andtr,;, ., independent way, where reifications should become firsscla
and their respective interpretations [6]. citizens. Additionally dependent triples, i.e. one or more
aligned triples in a triple tree, is another example which

operational path P,: is a basic path such that there arerequires a principled contextual representation. ReiGinais
operators associated with some of entitig’s in triples tr;'s ~ supported by RDF(S) but discouraged by SPARQL. Under
in the sequencé, =< try,tro,-- -, tr, >. The interpretation the Linked Data perspective, contextual modelling is also
of a operational path is such that for a basic or reified tsiple inhibited. Examples of SDG graphs serialized as RDF can be
tr; and tr;y1 € P, with their respective interpretations[6]. found in [6]. All elements in the semantic model for SDGs

complex path P.: contains both reified and operational paths.Cﬁnlbek defined in RDF using a small vocabulary[6] to define
the link types.
The interpretation of a basic triple with operators should yp

be done before the reification when it is also a reified triple. RDF datasets representing SDGs as proposed in this

We can associate a context to extracted graphs introducing: Work should not be put in the same category of tradi-
tional (vocabulary-based) datasets. Graphs representing

normalized discourses respond to a different demand and
despite the possible alignment with traditional datadetsugh

Context Triple: a triple context = (tr,contexting, ct)
which indicates that a basic triple: can be associated with

a specific contextct. The inte;rpretation off[context]] = entities, they should be separated into a different cayegor
([[tr]], [[contextiing]], [[ct]]) € U® x U x U. In the SDG context, data can be consumed by applying the

Note that the notion of context spreads to all elementd1avigational queries patterns defined in section IV.B.
involved in this representation. If we consider only onetest)
all definitions above can be considered on a specific (unique
and implicit) context. In the case that exists more than one
context, definitions above can be generalized as follows:

VI.

This work targets filing a gap on the provision of a
principled way to represent extracted facts from naturat la
guage texts using structured discourse graphs (SDGs). The
representation focuses the provision of an entity-ceigiréph
model which is vocabulary/ontology agnostic and which max-
imizes the capture of complex semantic dependencies fresen
in natural language texts. The representation defines uliseo
elements over a graph model and provides an algorithmic
interpretation approach over the final graph elements. The

_ _ interplay between the proposed SDGs and RDF(S)/Linked
In this case, we can define two new co-reference operatoi§sia was analyzed.

based on the context[6]. In a multi-context graph, given

a specific (basic, reified, operational or complex) path, we Acknowledgments.This work has been funded by Science
have: (i) if all basic triples in a path belong to an uniqueFoundation Ireland (Grant No. SFI/08/CE/I1380 (Lion-2)).
(same) context, the path @ unique context(basic, reified, Jo&o C. P. da Silva is a CNPq Fellow - Science without Borders

operational or complex) path (ii) otherwise, we call this (Brazil).
path amulti-context path.

CONCLUSION

multi-context graph: is an extracted graph with more
than one context associated to its triples. For examplengiv
triples tr;,tr;y1,tr; and trj4q in a extracted graph we
can have: (ijtr;, contextiink, ct1), (triv1,contextyink, ct1),
where we have a path associated with context (ii)
(tr;, contextying, cta), (trjz1,contextyink,ctz), and a path
associated with context,.
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